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Surface chemistry of GaP(001) and InP(001) in contact with water
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We report the results of total-energy density functional theory and ab initio molecular dynamics simulations
of (001) surfaces of InP and GaP in contact with gas-phase and liquid water. Both pristine and oxygen-rich
surfaces (representing a submonolayer native surface oxide) are considered. We find that gas-phase binding
of water on pristine mixed-dimer δ(2 × 4) reconstructions of InP/GaP(001) is comparable to the solvation
energy of liquid water, and that the barriers for room-temperature dissociation are high. In the presence of a
submonolayer surface oxide, water binding and dissociation instead become strongly exothermic, and proceed
with almost no barrier. In this case, the surface chemistry at the interface with liquid water differs significantly
from that of gas-phase water adsorption due to the formation of strong interfacial hydrogen bonds between
surface adsorbates and water molecules. Water dissociation on the oxygen-rich surface is accompanied by
extremely rapid local proton hopping between hydrogen-bonded surface adsorbates.

I. INTRODUCTION

Photoelectrochemical production of H2 fuel from wa-
ter and sunlight represents a promising long-term, sus-
tainable energy solution.1 However, development of an
electrode material that meets targets for both efficiency
and durability has proven extremely challenging. The
design difficulty arises from the materials requirements
that must be simultaneously met, including efficiency of
photon harvesting, as well as favorable thermodynamics
and reaction kinetics for photolysis.2,3 At present, the
most efficient devices are based on Group III-phosphide
semiconductors. For example, tandem devices based
on a GaInP2 photocathode have demonstrated solar-to-
hydrogen conversion efficiencies in excess of 12%.4 Unfor-
tunately, these same devices exhibit rapid photocorrosion
in aqueous environments, limiting their practicality.4–10.
Ab initio modeling and simulation can provide unique

insight into the chemical mechanisms operating at a III-
V surface in contact with water.11–14 Such information is
extremely useful for diagnosing limiting factors in elec-
trode stability and performance. To the extent possible,
the models should account for the surface and interface
structures found in operating devices. For instance, liq-
uid water may influence hydrophilic electrode surfaces
differently from gas-phase water adsorption. Also, sur-
face adsorbates from atmospheric or electrochemical ex-
posure are ubiquitous in experiments8,15–18 but usually
neglected in simplified models. These are often oxygen
derived, and fundamentally change the surface states and
adsorption mechanics under operation.7,17–22

In order to provide a deeper understanding of the in-
fluence of water on III-V photoelectrochemical electrode
surfaces, we have used density functional theory to per-
form total-energy calculations and ab initio molecular
dynamics simulations on model GaP(001) and InP(001)
surfaces in contact with water. In so doing, we review and
extend our previous work examining InP in the presence
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of water,23 as well as high-vacuum studies of InP(001)
and GaP(001) reconstructions in the presence of oxygen
and hydroxyl adsorbates.24 The simulations compare how
GaP(001) and InP(001) respond to liquid- and gas-phase
water, both for pristine surfaces and for surfaces in the
presence of a submonolayer native surface oxide.
Whereas this paper focuses on how water impacts the

surface structure and chemistry, a companion paper25

addresses how the liquid water structure itself is altered
when the full semiconductor-water interface is consid-
ered. In that work, we showed that subtle differences in
the electronic structure of GaP(001) and InP(001) give
rise to very different hydrogen-bond dynamics and topol-
ogy when the full solvent is considered, which we sug-
gested has implications for the photoelectrochemical per-
formance of electrodes based on these materials. These
two studies together constitute a fundamental investiga-
tion of the properties of model polar hydrophilic surfaces
in aqueous environments.

II. COMPUTATIONAL DETAILS

Total-energy density functional theory calculations
and Car-Parrinello molecular dynamics simulations26

were performed using the Quantum-ESPRESSO code27.
Ultrasoft pseudopotentials28 were used, with semi-core d
states included in the indium and gallium valence de-
scriptions. Wave function and charge density cutoffs
of 30 Ry and 300 Ry were used. The Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional29 was
adopted, since it provides a good description of hydrogen-
bonded systems30. The dynamics simulations used a fic-
titious electronic mass of 700 a.u. and a time step of
12 a.u., with deuterium substituted for hydrogen to per-
mit the larger values. Simulations were run in the canon-
ical NVT ensemble at 400 K in order to reproduce the
structural properties of ambient liquid water.31 Temper-
atures were maintained using Nosé-Hoover chains.32

The (001) semiconductor slab was generated using
seven semiconductor layers with 16 atoms per layer (a
(4×4) cell), plus surface atoms (i.e., oxygen or a Ga/In–
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P dimer). Supercell axes were aligned along the [110],
[1̄10], and [001] directions. Periodic boundary conditions
were imposed in all directions, with top and bottom lay-
ers identically terminated to minimize spurious interac-
tions between repeated images. Exposed surfaces were
assumed to be In/Ga-rich, motivated by the preferential
oxygenation of this surface over the P-rich surface22. Su-
percell lattice parameters parallel to the slab were 15.57
and 16.91 Å for GaP and InP, respectively.
For the calculations involving gas-phase water, an ad-

ditional 12 Å of vacuum spacing was included perpendic-
ular to the semiconductor slab, with the Effective Screen-
ing Medium Method33 applied to screen long-range dipo-
lar interactions in the non-repeating direction. To gen-
erate the interface with liquid water, the spacing be-
tween periodic slab images was increased on 1.65 nm,
with enough water molecules (∼ 160) inserted so as to
recover the experimental density of liquid water in the
region center. Initial configurations were derived using
pre-equilibrated classical TIP4P-generated bulk water34,
placed at the interface and re-equilibrated for 1 ps of
ab initio dynamics with the surface degrees of freedom
frozen. An additional 3.5 ps of equilibration was then
performed with full degrees of freedom. Production runs
were 20 ps, with statistics averaged over the top and bot-
tom surfaces of the semiconductor slab.
For both InP and GaP, two representative wa-

ter/semiconductor interface simulations were run. The
first was a pristine (001) surface exhibiting the mixed-
dimer δ(2×4) reconstruction commonly observed for the
In/Ga-rich (001) surface under ultra-high vacuum.35 The
second surface was constructed with surface M–O–M
bridges, with oxygens occupying every other bridge site
along [1̄10] (0.5 ML coverage). The latter configuration
and accompanying coverage were derived from our earlier
stability analysis.24 Figure 1 shows the models we used
for the pristine and oxygenated GaP/InP(001) surfaces.

III. RESULTS

A. Pristine mixed-dimer δ(2× 4)

In Ref.12, Jeon et al. performed a detailed study of
gas-phase molecular adsorption of water on the metal-
rich mixed-dimer δ(2 × 4) reconstruction of GaP(001).
They found three adsorption sites for water molecules,
corresponding to the three unique undercoordinated Ga
atoms in the surface layer. These atoms act as Lewis
acids, accepting lone pairs from the oxygen of water.
Calculations for molecular binding at each of three can-
didate sites were repeated for GaP(001) and InP(001),
and are presented in Table I. As reported by Jeon et

al. for GaP(001),12 the lowest-energy molecular adsorp-
tion site on GaP(001) is found to be the Ga atom in
the mixed dimer (C), to which the oxygen of the wa-
ter molecule binds with an energy of −0.40 eV. For
InP(001), we find that the A dimer site is more stable,

FIG. 1. Surface structural models used in the present study:
(a) the mixed-dimer δ(2 × 4) reconstruction of the pristine
surface; and (b) the oxygen-rich surface with 0.5 ML cover-
age of bridge oxygens. Triangles, squares, and circles repre-
sent In/Ga, P, and O atoms. Larger size and darker color
indicates closer proximity to the viewer. The symmetry-
inequivalent water binding sites for gas-phase adsorption of
water molecules are shown as circled letters. The A, B, and
C sites correspond to the 4G, 3G, and 2G sites in Ref.12.

with a binding energy of −0.38 eV. Both values are com-
parable to the solvation energy of a water molecule in
the liquid phase (−0.42 eV, based on the enthalpy of
vaporization).36 Also, all tested sites have adsorption en-
ergies within 50 meV of one another, suggesting any of
these sites might be accessible at room temperature.
We also investigate the possibility of dissociative water

adsorption on the mixed-dimer site (C). This is the most
likely dissociation site, since both the phosphorus and the
Ga/In are nominally undercoordinated. In this scenario,
phosphorus (the Lewis base) can host a proton and Ga/In
(the Lewis acid) can host a hydroxyl. Other arrange-
ments are possible, but single-stage decomposition re-
quires a straightforward kinetic pathway in which the dis-
sociation products are physically close (this same conclu-
sion was reached by Jeon et al. in their analysis12). We
find that dissociative adsorption is energetically favored
over molecular adsorption for GaP (by 0.20 eV), whereas
InP weakly favors molecular adsorption (by 0.12 eV).
The calculated results are summarized in Table I. We
note that our binding energies and dissociation energies
are in reasonable agreement with those reported by Jeon
et al.12, with differences likely attributable to subtle dif-
ferences in bottom-layer terminations, dipole correction
schemes, and slab thicknesses.
We also investigated the reaction kinetics for disso-

ciative adsorption, by using the nudged elastic band
(NEB) method to calculate barriers for dissociation on
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TABLE I. Site-dependent molecular (Emol) and dissocia-
tive (Ediss) binding energies of a gas-phase water molecule
on pristine mixed-dimer δ(2 × 4) and oxygen-adsorbed
GaP/InP(001). The corresponding NEB-derived kinetic bar-
riers for gas-phase surface water dissociation (∆Ea) are also
given. ∆Fmol represents the free-energy difference (taken with
respect to the A site) between molecular water binding sites
during the liquid water dynamics.

Surface Site1 Emol
2 ∆Fmol

3
Ediss

2,4 ∆Ea

(eV) (eV) (eV) (eV)

InP δ(2× 4) A −0.38 0 – – – –

InP δ(2× 4) B −0.34 +0.017 – – – –

InP δ(2× 4) C −0.36 +0.018 −0.24 0.82

GaP δ(2× 4) A −0.38 0 – – – –

GaP δ(2× 4) B −0.35 +0.013 – – – –

GaP δ(2× 4) C −0.40 +0.014 −0.60 0.71

InP (O-rich) A −0.65 – – −1.26 0.04

GaP (O-rich) A −0.71 – – −1.25 0.16

1See Fig. 1 for site designations.
2Negative energies imply exothermic processes.

3Calculated using Eq. 1.
4For the mixed-dimer δ(2× 4) surface, dissociation is assumed to
occur on the M–P surface dimer, with OH binding to the M site,
and H to the P site. For the O-rich surfaces, the mechanism of

Fig. 3a–c is assumed.

the mixed-dimer site. The results, listed in Table I, show
that water dissociation has a relatively high kinetic bar-
rier (0.82 eV for InP; 0.71 eV for GaP), and is therefore
unlikely to proceed unaided.
In order to assess any differences between the proper-

ties of the surface with gas-phase water adsorption and
with actual liquid water, we performed molecular dynam-
ics simulations of the full interface of the mixed-dimer
δ(2 × 4) surface with water. As expected based on the
high dissociation barriers, all adsorbed water molecules
are molecularly rather than dissociatively adsorbed. The
available binding sites match those of the gas-phase cal-
culations, with all three symmetry-inequivalent sites (A,
B, C) showing evidence of molecular water adsorption
(Fig. 2). This agrees with the close energetics of water
binding on the three sites.
For the interface with liquid water, we can use the

relative probability contours in Fig. 2 to estimate the av-
erage free energy difference between binding sites during
the dynamics runs. Assuming the system is equilibrated,
we compute the difference FA − FB between sites A and
B according to:

FA − FB = −kBT ln

(

nA

nB

)

, (1)

where n represents the relative probability of binding at
the given site. Using this formula on the dynamics tra-
jectories of the water-semiconductor interface gives the
free energy differences shown in Table I. The free en-

FIG. 2. Probability contours showing preferred molecular ad-
sorption sites of liquid water on the mixed-dimer δ(2× 4) re-
construction of (a) GaP and (b) InP during the course of the
dynamics simulations. Red indicates the highest-probability
location of the water oxygen. White and red circles indi-
cate the atomic positions of surface In/Ga and P atoms, re-
spectively. A water molecule was considered adsorbed if the
In/Ga–O bond was shorter than the first minimum in the
corresponding radial pair distribution function (not shown).

ergies of binding are indeed very close for each of the
sites, as expected from the analogous gas-phase water
calculations. However, the A site is more stable than the
mixed-dimer site (C), which is the opposite of what we
found in the gas-phase calculations. In addition, further
analysis of the probability density of binding near site C

in the dynamics (Fig. 2) reveals a different configuration
from what we calculated for gas-phase adsorption. In
the gas-phase calculation, the proton in water interacts
with the lone pair on the phosphorus. This reorients the
water molecule such that its oxygen sits almost directly
atop the In/Ga atom in the mixed dimer. On the other
hand, in the liquid dynamics, the probability density is
smeared away from the phosphorus. This resembles an
alternate configuration considered by Jeon et al., in which
the proton-phosphorus interaction is broken. That con-
figuration was found to be less favorable for gas-phase
water adsorption on GaP(001) than the case where the
proton-phosphorus interaction is intact. However, it was
also found to have a binding energy intermediate between
the A and B sites, which agrees with the ordering we find
in the dynamics of the interface with liquid water. The
lack of proton-phosphorus interaction in the dynamics
is most likely due to unfavorable energetic and entropic
competition with respect to hydrogen bonding with other
water molecules in the solvent. This explanation is con-
sistent with the higher electronegativity of oxygen with
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respect to phosphorus, which translates to higher polar-
ization in an O–H bond of water than in a Ga/In–P sur-
face bond, and therefore to stronger hydrogen bonding
with the former.

B. Sub-monolayer surface oxide

We previously developed a bond-topological model to
categorize oxygen adsorption based on its immediate
chemical environment, and showed that this provides
an adequate descriptor for key features in the electronic
and atomic structure of our model surfaces.24 We con-
cluded that model surfaces could be constructed based
on the most common bond topologies in order to gen-
eralize results to more complex compositions and mor-
phologies. Here, we have used those insights to construct
a model oxygen-rich surface that mimics nucleation of a
sub-monolayer surface oxide on (001)-oriented GaP/InP.
The surface is derived from the M–O–M bridge oxygen
topology, which forms primarily at the metal-rich polar
(001) surface.24

The addition of oxygen-derived surface adsorbates dra-
matically changes the electronic and chemical properties
of the metal-rich (001) surfaces of InP and GaP, as we re-
ported in Refs.23 and24. Among other effects, the changes
cause significant enhancement of water dissociation at
the surface oxygen bridge site. This is observed in both
gas-phase and liquid dynamics simulations; however, as
discussed below, the explored mechanisms and reaction
energetics are substantially different when liquid water
is present. There turns out to be two primary drivers
for this behavior: first, surface dipole enhancement lead-
ing to higher proton affinity; and second, the ability of
oxygen derivatives to form direct hydrogen bonds with
water.
We begin with a discussion of gas-phase water bind-

ing. The calculated energies for molecular and dissocia-
tive binding of gas-phase water on O-rich InP(001) and
GaP(001) are listed in Table I. The addition of surface
oxygen significantly stabilizes both molecular adsorption
(by > 0.3 eV) and dissociative adsorption (by 0.6–1.0 eV)
with respect to binding on the pristine surface. Dissocia-
tive adsorption is particularly stable, being universally
more favorable than molecular adsorption on the oxygen-
rich surface.
In dissociative adsorption on O-rich InP/GaP(001),

the surface oxygen acts as the proton acceptor to form
hydroxyl. The remaining hydroxyl group is left behind on
the neighboring In/Ga site. Because oxygen has a much
higher proton affinity than does phosphorus (the proton
acceptor on the pristine surface), dissociation becomes
relatively more stable. In the case of molecular adsorp-
tion, the stabilization with respect to the pristine surface
is instead a direct consequence of the capability of the ad-
sorbed water molecule to form hydrogen bonds with the
surface oxygen. It is worth noting that based on the de-
gree of molecular adsorption stabilization (> 0.3 eV), this

hydrogen bonding appears to be unusually strong com-
pared to the reported hydrogen-bond strengths in water
dimers and in liquid water of about 0.16 eV and 0.24 eV,
respectively.37,38

Comparing dissociative adsorption of gas-phase water
on GaP to InP, Table I shows that the energetics are in
fact very similar. This is in sharp contrast to the pristine
surface, where dissociative adsorption on O-rich GaP is
strongly favored over O-rich InP. The similarity can be
understood in light of the hydroxyl product complexes
that arise from water dissociation at the bridge oxygen
site. As we showed in Ref.24, binding of hydroxyl ad-
sorbates on GaP/InP(001) is comparatively ionic in na-
ture, and therefore depends only weakly on the specific
electronic-structure differences between GaP and InP.
Accordingly, the dissociation energy total formation en-
ergy of the product complex gives a nearly identical value
for the two surfaces (1.26 eV for InP versus 1.25 eV for
GaP).

Table I also reports the estimated barriers for dissocia-
tion of a molecularly adsorbed gas-phase water molecule
on oxygen-rich GaP/InP(001), as calculated using the
NEB method. The strongly exothermic nature of wa-
ter dissociation on these surfaces correlates to very low
dissociation barriers of 0.04 eV and 0.16 eV for InP and
GaP, respectively. The thermodynamic and kinetic favor-
ability dissociative adsorption suggests that any surface
oxygen is likely to convert readily to surface hydroxyl
when immersed in water. We point out that the values
in Table I represent total energies rather than Gibbs free
energies, and that changes in pH or electrical potential
will certainly shift the thermodynamic equilibrium; nev-
ertheless, the thermodynamic driving force for surface
hydroxylation seems clear.

We turn now to the dynamics of the interface of O-rich
GaP/InP(001) with liquid water. As expected based on
the low calculated activation barriers for gas-phase disso-
ciation, we are able to directly observe water dissociation
events in the liquid dynamics. One such event, which fol-
lows the same reaction pathway as gas-phase dissociation,
is shown in detail in Fig. 3a–c. It is a local event in which
both the proton donor and acceptor are anchored to the
same In/Ga atom. The oxygen of the water molecule
binds to the edge of the M–O–M bridge, with one O–H
forming a hydrogen bond with the bridge oxygen. The
hydrogen bond rotates the water dipole away from the
surface normal direction, aligning the O–H· · ·O complex
and shortening the proton-transfer path.

However, we also find that the presence of liquid water
activates a second mechanism for dissociative adsorption
of water on M–O–M bridges on GaP(001) or InP(001),
this time connected to the formation of Grotthuss chains
involving solvent water molecules. This second mecha-
nism was first reported for InP in Ref.23, and is shown
in Fig. 3d–f. In this case, proton donor and acceptor
oxygens are bound to different In/Ga atoms, and con-
nected by a Grotthuss chain39 involving a water molecule
in solution. The chain has a low barrier for proton dif-
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FIG. 3. Two alternative mechanisms for water dissociation at
surface oxygen bridges, as observed in the dynamics simula-
tions of the full interface of InP(001) with liquid water. O and
O* refer to proton donor and acceptor oxygens, respectively.
(a–c) The first scenario features a donor water molecule bound
to one of the edge In atoms adjacent to O*, and transferring
a proton across the O–H· · ·O* complex. (d–f) The second
scenario has the donor water molecule bound to an In atom
that is not part of the In–O*–In bridge. In this instance, wa-
ter molecules in solution act as intermediaries in a Grotthuss
chain for site-to-site proton transfer. Color scheme: O=red,
H=white, In=green, P=gray.

fusion, which proceeds via the Grotthuss mechanism as
coordinated jumps across successive O–H· · ·O complexes.
Overall, this second mechanism (Fig. 3d–f) exhibits more
commonly than the first (Fig. 3a–c) in the course of the
dynamics.

Water dissociation via both of the mechanisms in Fig. 3
appears to be reversible at the interface with liquid water.
Surprisingly, this is even true for the first mechanism in
Fig. 3a–c: although much rarer than the forward reaction
in this case, we nevertheless directly observe deprotona-
tion of surface M–[OH]–M bridges to reform M–O–M
in the course of the dynamics simulations. This means
that both the protonation and deprotonation reactions
are kinetically and thermodynamically accessible within
the physical conditions of interest and the timescales of
the simulation dynamics. This is particularly unexpected
considering that M–[OH]–M bridge hydroxyls are found
to be significantly more stable than M–O–M bridges in
vacuo, as detailed in Ref.24 and suggested by the results
of Table I. This confirms the importance of hydrogen
bonding in determining the free energies of these struc-
tures in liquid water with respect to their gas-phase coun-
terparts.

The result of both water dissociation mechanisms is
local hydroxylation of the initially oxygen-rich surface,
with the original water site now carrying an dangling-
bond atop hydroxyl (M–OH), and the target site carrying
a bridge hydroxyl (M–[OH]–M). Schematically, they can
be written as:

M–OH2 +M–O–M ←→M–OH +M–[OH]–M. (2)

Accordingly, in the absence of competing pathways, the
initial presence of oxygen bridge topologies should lead
to preferential surface hydroxylation in water. This is
similar to the common behavior of oxide surfaces.40

The local proton-transfer events that accompany wa-
ter dissociation on the oxygen-rich surfaces are extraor-
dinarily frequent in the dynamics of the interface with
liquid water, confirming the low barrier for dissociation
listed in Table I. We note that similar local proton-
hopping behavior has been observed theoretically and
experimentally in the context of several other interfa-
cial systems.13,41–49 Interestingly, GaP demonstrates a
proton-hopping rate that is about twice that of InP, sug-
gesting some differences in the relative hydrogen-bond
strengths of water at the two surfaces that are not re-
flected in the gas-phase calculations of Table I. As is
explored in detail in a companion paper,25 these differ-
ences turn out to have key additional implications for the
hydrogen-bond network dynamics of liquid water near
the two interfaces. Among the unexpected consequences
is that once these implications are taken into account, the
GaP(001)-water interface actually exhibits slower long-
range surface proton transport behavior, despite its faster
local, site-to-site proton hopping rate.

In order to explore the underlying chemical motivation
for the unusually high rate of surface local proton hop-
ping on the oxygen-rich surface, we have used the method
of maximally localized Wannier functions (MLWFs)50 to
extract and analyze the electronic structure. The cal-
culation of MLWFs is analogous to the use of the Boys
localization method in quantum chemistry,51 and mini-
mizes the spatial extent of the orbitals under a unitary
transformation of the basis. The location of the Wannier
function center (WFC) gives information about the rela-
tive ionicity or covalency of a bond, since ionic bonds tend
to have ion-centered WFCs, whereas covalent bonds tend
to have bond-centered WFCs. WFCs can also be used
to determine bond polarization and to calculate dipole
moments. In addition, the minimum spread gives infor-
mation about the relative localization of the electronic
density. MLWFs were calculated for all interfacial water
molecules within 15 uncorrelated frames, each separated
by 1 ps of simulation time. For simplicity, we include
in our analysis only molecularly adsorbed water, thereby
deliberately neglecting the dissociation events.

MLWFs were used to calculate the average water
dipole moments in at the interface with the liquid, based
on the vector sum of the nuclear coordinates and WFCs.
The results show a significant enhancement of the average
dipole moment of a liquid water molecule once it molec-
ularly adsorbs on the oxygen-rich InP/GaP(001) surface.
This is a response to the surface dipole induced by the
additional oxygen. Specifically, the computed value goes
from 3.0 Debye in the bulk-like water region midway be-
tween surface slab images to 4.5 Debye at oxygen-rich
InP(001) and 4.8 Debye at oxygen-rich GaP(001). This
represents an enhancement of 50% or more, signaling a
fundamental shift in the water electronic structure in this
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FIG. 4. Distribution of the centers (left) and spreads (right)
of the maximally localized Wannier functions associated with
oxygens of molecular water adsorbed on the surface during
the course of the interface dynamics. Separate distributions
are shown for pristine mixed-dimer δ(2× 4), O-rich, and OH-
rich InP(001) (top) and GaP(001) (bottom). The dashed line
is the value for the bulk-like water region midway between
periodic surface images.

region. For comparison, we also calculated the average
dipole moment of molecularly adsorbed water on the pris-
tine mixed-dimer δ(2 × 4). In this case, we observed a
much more modest 10% increase in the dipole moment,
to 3.2 and 3.3 Debye for InP(001) and GaP(001), respec-
tively.

Accompanying the dipole enhancement at the inter-
face with liquid water is a reorganization of the charge
density of adsorbed water molecules. This can be seen
upon examination of the distributions of WFCs and
spreads for water oxygens adsorbed on the surface dur-
ing the dynamics, shown in Fig. 4. For reference, dis-
tributions for bulk water feature two peaks: shorter
spreads and longer distances between nuclei and Wan-
nier functions are associated with O–H chemical bonds,
and vice versa for nonbonded/hydrogen bond-acceptor
oxygen electron pairs. However, Fig. 4 shows that ad-
dition of surface O tends to break down the bimodality,
blurring the electronic distinction between O–H chemical
and O· · ·H hydrogen bonds. The distribution of spreads
also broadens significantly, indicating increased delocal-
ization of electrons across chemical and hydrogen bonds.
Taken together, these effects point to decreased covalency
in the O–H chemical bonds, accompanied by increased
O· · ·H hydrogen-bond strength. Weaker chemical bonds
and stronger hydrogen bonds translates to a low barrier
for Grotthuss-type exchange between the two,39 thereby
driving the frequent surface local proton transfer events.

In contrast with the oxygen-rich surface, Fig. 4 shows
that the pristine mixed-dimer δ(2× 4) surface in contact
with liquid water largely retains the bimodal distribu-
tions found in the bulk-like region of the water. How-

ever, the pristine surface also carries a significant surface
dipole. We therefore conclude that the observed changes
in the molecular and electronic structure of adsorbed wa-
ter on the oxygen-rich surface are not merely dipole in-
duced. Rather, they reflect an unusually strong surface
hydrogen bonding with adsorbates and with neighbor-
ing water molecules, which is largely absent for the pris-
tine surface. This manifests as dramatically increased
hydrophilic character, which profoundly influences the
structure and chemistry of the interface.

IV. DISCUSSION

The fact that we do not observe dissociative adsorp-
tion of either liquid or gas-phase water on the pristine
surface suggests that a surface adsorbate is necessary for
favorable dissociation kinetics on InP(001) or GaP(001)
at zero bias. In this respect, our surface oxygen re-
sults are consistent with simulations of water dissocia-
tion on InP(100) in the presence of surface hydrogen.11

However, this behavior differs from the (110) surface of
GaP/InP, where water dissociation reportedly proceeds
unaided.13,52.
Recently, May et al. presented detailed photoelectron

spectroscopy results that point to a combination of disso-
ciatively and molecularly adsorbed water when the Ga-
rich mixed-dimer (2 × 4) reconstruction of GaP(001) is
exposed to water vapor.18,53 Because dissociative adsorp-
tion on pristine GaP(001) should be comparatively rare
due to the high kinetic barrier, we suggest that these ob-
servations are more likely the result of a two-stage pro-
cess. First, oxygen or hydroxyl is probably deposited
by a high-barrier water dissociation event, or else by di-
rect surface adsorption. This surface site then becomes
available for water dissociation via a low-barrier process.
Once the cycle begins, the dissociation products remain
as sites for possible further low-barrier water dissociation,
ensuring that a sizeable concentration of dissociated wa-
ter will eventually exist at the surface.
Similarly, our dynamical simulation results allow us to

speculate about the likely reactions that govern the im-
mediate interfacial chemistry of InP/GaP(001) in a pho-
toelectrochemical cell, where the semiconductor is in full
contact with liquid water. Prior to illumination, surface
oxygen bridges are created through exposure to air or
water. Upon immersion, these act as proton acceptors
to promote dissociative adsorption of water molecules,
thereby depositing additional oxygen and hydroxyl on
the surface. This probably occurs via one of the low-
barrier dissociation pathways enabled by hydrogen-bond
interactions between the adsorbate and the solution. Un-
der efficient cathodic operation, protons will be rapidly
consumed via the evolution of H2 gas. Depending on the
active mechanism, the source of these protons could ei-
ther be the surface itself, or else the solution (which will
subsequently be rendered locally basic with respect to the
bulk). Either way, the likely effect will be to encourage
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surface deprotonation. Because the simulations show de-
protonation of surface hydroxyl groups to be kinetically
feasible at room temperature via the reverse reaction of
Fig. 3d–f, we assume that device operation will enhance
the continuous regeneration of oxygen sites that can be
used for further water dissociation. Accordingly, we pro-
pose that even small initial concentrations of surface oxy-
gen will tend to nucleate dense surface hydroxylation via
the mechanisms shown in Fig. 3.
Previous reports in the literature have highlighted the

favorable role of surface oxygen adsorption in enhancing
the stability and kinetics of InP-based cells in an aque-
ous electrolyte.6,19,21,54–56 The stabilizing behavior has
been attributed to the passivation of surface states that
can act as recombination sites. In these reports, sur-
face oxygen was often proposed as the passivating agent.
However, surface oxygen is generally hydroxylated in our
simulations; in this case, the passivation of individual
surface sites is more likely to be driven by surface hy-
droxyl groups interacting strongly with interfacial water.
As a final note, we have shown that water dissociation

at the oxygen-rich surface is accompanied by local site-
to-site proton transfer of the sort shown in Fig. 3. How-
ever, there is a subtle but important distinction between
such local hopping and actual long-range hydrogen trans-
port. Specifically, local hopping will translate into long-
range transport (i.e., the possibility of a surface protonic
current) only if the involved hydrogen-bonded complexes
can reorganize themselves dynamically between proton-
transfer events. The variation in the donor-acceptor com-
binations guarantees topological diversity, ensuring that
the proton does not simply hop back and forth between
a small number of similar configurations. This highlights
the importance of the structure and dynamics of the
hydrogen-bond network, which are explored at length in
Ref.25.

V. CONCLUSIONS

In conclusion, we have used density functional theory
and ab initio molecular dynamics simulations of InP(001)
and GaP(001) to investigate how the surface structure
and chemistry changes upon contact with water. On
the pristine mixed-dimer δ(2×4) surface, both molecular
and dissociative adsorption of gas-phase water molecules
are thermodynamically possible, although the high cal-
culated barrier for dissociation (0.71–0.82 eV) kineti-
cally favors molecular adsorption. The molecular dy-
namics simulations of the semiconductor-water interface
confirms that this interpretation also holds for the inter-
face with liquid water. The dynamics results show con-
siderable agreement with the gas-phase calculations with
respect to the energetics and binding-site dependence, al-
though the lowest-energy binding configuration for gas-
phase adsorption on the surface mixed dimer is outcom-
peted by energetically and entropically favored hydrogen
bonding with the liquid.

When any amount of chemisorbed oxygen is present at
the surface, water dissociation becomes strongly exother-
mic, and a low-barrier pathway for dissociative water ad-
sorption becomes possible. In the gas phase, dissociation
occurs via direct proton transfer to the oxygen adsor-
bate. However, addition of liquid water enables a second
pathway which is apparently even more favorable, involv-
ing proton transfer across Grotthuss chains. Surprisingly,
this mechanism is reversible within the timescale of the
simulation dynamics. The differences between gas-phase
and liquid water adsorption on oxygen-rich surfaces owes
to the formation of hydrogen bonds with the liquid, which
can substantially alter the energy landscape. We note
that the equilibrium of Equation 2 will shift further upon
changes to the pH or upon application of an external bias
potential, which we do not consider here.
Our results suggest that under device operation, disso-

ciative adsorption of liquid water at surface oxygen sites
should lead to a self-sustaining surface hydroxylation pro-
cess that will activate even at relatively small initial sur-
face oxygen concentrations. Because this process effec-
tively converts surface oxygen to surface hydroxyl, we
propose that an initially hydroxylated surface will be an
effective model for future study. We do so without loss
of generality, since the initially oxygen-rich surface and
an initially hydroxyl-rich surface are expected to be very
similar once the interface has fully equilibrated.
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